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Abstract—Actor-critic based on the policy gradient (PG-based AC) methods have been widely studied to solve learning control problems. In order to increase the data efficiency of learning prediction in the critic of PG-based AC, studies on how to use recursive least-squares temporal difference (RLS-TD) algorithms for policy evaluation have been conducted in recent years. In such contexts, the critic RLS-TD evaluates an unknown mixed policy generated by a series of different actors, but not one fixed policy generated by the current actor. Therefore, this AC framework with RLS-TD critic cannot be proved to converge to the optimal fixed point of learning problem. To address the above problem, this paper proposes a new AC framework named critic-iteration PG (CIPG), which learns the state-value function of current policy in an on-policy way and performs gradient ascent in the direction of improving discounted total reward. During each iteration, CIPG keeps the policy parameters fixed and evaluates the resulting fixed policy by $\ell_2$-regularized RLS-TD critic. Our convergence analysis extends previous convergence analysis of PG with function approximation to the case of RLS-TD critic. The simulation results demonstrate that $\ell_2$-regularization helps to reduce the variance of the estimation of expected returns and thus accelerate the learning. These advantages promote AC methods into a class of high-efficiency RL methods. These methods have been applied to various fields such as robotics [16]–[19], power control [20]–[22], traffic control [23], [24], and finance [25].

In AC, all kinds of policy evaluation methods, including first-order TD learning [15], [26], residual gradient TD learning [27], TD learning with gradient correction [28], and least-squares TD (LSTD) [29]–[33], can be used in the critic. Some researchers have extended the above policy evaluation algorithms with $\ell_2$-regularization to prevent solutions from overfitting. The basic idea of $\ell_2$-regularization is to solve the $\ell_2$ penalized least-squares problem, also known as ridge regression [35]–[37]. The $\ell_2$-regularization problem has a simple closed-form solution. However, when $\ell_2$-regularization is adopted in RLS-TD learning, the regularization term decreases during the learning process [38]. Thus, the parameters of value function approximation keep increasing, although the objective function could converge.

In a policy evaluation task, RLS-TD learning has a higher data efficiency and faster convergence rate than first-order TD learning. Thus, RLS-TD learning has been successfully applied in the critic learning of AC methods [4], [39]–[41]. Since the policy is changing with the actor, the resulting policy is termed time-varying policy, and the RLS-TD algorithms in the AC framework do not work in the same way as on-policy learning. Thus, it is hard to deal with convergence analysis for these algorithms. Bhatnagar et al. [15] also point out that it remains unclear how to incorporate LSTD methods into a context in which the policy keeps changing.

To solve the above problems in the AC methods, this paper proposes an AC framework named critic-iteration PG (CIPG) based on the RLS-TD critic. Two versions of RLS-TD algorithms, the $\ell_2$-regularized recursive LSTD with gradient correction (termed RRC) and a fast $\ell_2$-regularized recursive LSTD with gradient correction (termed FRRC) form [38], are used as CIPG’s critic to make the effect of $\ell_2$-regularization sustainable during the learning process. Convergence analysis

I. INTRODUCTION

LEARNING control is one of the basic reinforcement learning (RL) tasks. The process of learning control is to obtain an optimal policy during the interactions with the environment to maximize some numerical values associated with a long-term objective for a system that is usually formulated as a Markov decision process (MDP) [1]. In learning control problems with continuous state and action space, actor-critic (AC) methods, including conventional policy-gradient (PG)-based algorithms [2]–[6] and approximate dynamic programming [7]–[14], have been widely studied. The basic idea in AC learning control is to evaluate the value function by temporal difference learning (TD learning) and update the policy parameters in the direction of the PG. In the actor, the PG can help to generate continuous actions in the space of policy parameters. In the critic, TD learning can help to reduce the variance of the estimation of expected returns and thus accelerate the learning [15]. These advantages promote AC methods into a class of high-efficiency RL methods. These methods have been applied to various fields such as robotics [16]–[19], power control [20]–[22], traffic control [23], [24], and finance [25].

In AC, all kinds of policy evaluation methods, including first-order TD learning [15], [26], residual gradient TD learning [27], TD learning with gradient correction [28], and least-squares TD (LSTD) [29]–[33], can be used in the critic. Some researchers have extended the above policy evaluation algorithms with $\ell_2$-regularization to prevent solutions from overfitting. The basic idea of $\ell_2$-regularization is to solve the $\ell_2$ penalized least-squares problem, also known as ridge regression [35]–[37]. The $\ell_2$-regularization problem has a simple closed-form solution. However, when $\ell_2$-regularization is adopted in RLS-TD learning, the regularization term decreases during the learning process [38]. Thus, the parameters of value function approximation keep increasing, although the objective function could converge.

In a policy evaluation task, RLS-TD learning has a higher data efficiency and faster convergence rate than first-order TD learning. Thus, RLS-TD learning has been successfully applied in the critic learning of AC methods [4], [39]–[41]. Since the policy is changing with the actor, the resulting policy is termed time-varying policy, and the RLS-TD algorithms in the AC framework do not work in the same way as on-policy learning. Thus, it is hard to deal with convergence analysis for these algorithms. Bhatnagar et al. [15] also point out that it remains unclear how to incorporate LSTD methods into a context in which the policy keeps changing.

To solve the above problems in the AC methods, this paper proposes an AC framework named critic-iteration PG (CIPG) based on the RLS-TD critic. Two versions of RLS-TD algorithms, the $\ell_2$-regularized recursive LSTD with gradient correction (termed RRC) and a fast $\ell_2$-regularized recursive LSTD with gradient correction (termed FRRC) form [38], are used as CIPG’s critic to make the effect of $\ell_2$-regularization sustainable during the learning process. Convergence analysis
of the CIPG is also provided. In empirical experiments, the proposed algorithm is applied to solve three benchmarks in RL, namely, the 20-state Markov chain walk, the inverted pendulum, and the mountain car. The simulation results show that the critic in CIPG can sustain the effect of $\ell_2$-regularization during the whole learning process. Furthermore, CIPG has a better learning efficiency and faster convergence rate than conventional AC learning control framework.

The rest of this paper is organized as follows. In Section II, the background of the Markov Decision Process is presented. We present our CIPG algorithm in Section III and introduce RRC and FRRC as critics in our AC algorithm. In Section IV, the corresponding convergence analysis is given. The simulation results are shown in Section V. The conclusions are drawn in Section VI.

II. PROBLEM FORMULATION

A. Background of the Markov Decision Process

The task of learning control is to find an optimal policy through interactions with the stochastic environment. In order to simplify the formulation, we model the problem as a discrete-time MDP that is defined as a tuple $(S, A, P_0, R, \gamma)$, where $S$ is the state space, $A$ is the action space, $P_0$ is the state transition mapping: $P_0(s_{t+1}|s_t, a_t) : S \times A \times S \rightarrow [0, 1]$, which specifies the conditional probability of moving from state $s_t$ to $s_{t+1}$ when the action $a_t$ is given; $R : S \rightarrow R$ is a reward function that gives the immediate reward $r_t$ at each time step; and $\gamma \in [0, 1]$ is a discount factor that has been discussed how to choose in [42]. A stochastic policy $\pi_n : S \rightarrow P(A)$ maps state space to a set of probability measures over $A$, where $u \in \mathbb{R}^n$ is the parameter vector and $\pi_n(a_t|s_t)$ denotes the conditional probability density of $a_t$ in state $s_t$. The state-value function $V^\pi(s)$ related to a given policy $\pi$ is defined as the expected discounted sum of rewards obtained during the interaction starting from $s_0$. Our aim is to find a policy $\pi$ that maximizes the total discounted reward starting from state $s_0$

$$J(\pi) = E \left[ \sum_{t=1}^{\infty} \gamma^{t-1} r_t \big| \pi, s_0 \right]$$  

$$= \sum_S d^\pi(s) \sum_A \pi_n(a_t|s_t) Q^\pi_n(s, a), \quad (1)$$

where $d^\pi(s) = \sum_{t=0}^{\infty} \gamma^t P(s_t = s|s_0, \pi)$ denotes the discounted state distribution starting from $s_0$ and then following policy $\pi$. We assume that the PG $\hat{\nabla}_u J(\pi_n(a|s_t))$ exists, as does the given policy $\pi_n(a_t|s_t)$. The state-value function $V^\pi(s)$ and the action-value function $Q^\pi(s, a)$ are defined as

$$V^\pi(s) = E \left[ \sum_{t=1}^{\infty} \gamma^{t-1} r_t | s_0 = s, \pi \right]$$  

$$Q^\pi(s, a) = E \left[ \sum_{t=1}^{\infty} \gamma^{t-1} r_t | s_0 = s, a_0 = a, \pi \right] \quad (3)$$

respectively.

Given some basis functions $\phi(s) \in \mathbb{R}^n$, a linear function approximation (LFA) can be used to approximate the state-value function: $V^\pi(s) \approx \theta^T \phi(s)$, where $\theta \in \mathbb{R}^n$ is a linear parameter vector.

B. Stochastic Policy Gradient for Start-State Formation

In this section, the stochastic PG is derived for learning control problems with discounted total rewards (also known as start-state formulation) based on the average-reward formulation in the previous works [2], [4], [6], [15].

The gradient of the start-state formulation for parameterized policies is as follows [2]:

$$\nabla_u J(\pi_n(a|s)) = \sum_S d^\pi(s) \sum_A \nabla_u \pi_n(a|s) Q^\pi(s, a). \quad (4)$$

For any baseline function $b(s)$, which can be arbitrary function of state $s$, the gradient of the discount total rewards in (4) can be rewritten as

$$\nabla_u J(\pi_n(a|s)) = \sum_S d^\pi(s) \sum_A \nabla_u \pi_n(a|s) (Q^\pi(s, a) - b(s)). \quad (5)$$

The role of the baseline in (5) is to reduce the variance of the gradient estimate $\nabla_u J(\pi_n(a|s))$, so as to accelerate the rate of convergence of the PG algorithm [1]. If $\theta_1 \in \mathbb{R}^n$ and $\phi(s, a) \in \mathbb{R}^n$ are, respectively, the linear parameter vector and the basis function, then the action-value function in (5) is usually replaced by the approximation $\hat{Q}^\pi(s, a) = \theta_1^T \phi(s, a)$, on the condition that $\hat{Q}^\pi(s, a)$ is compatible with the policy parameterization, i.e., $\nabla_{\theta_1} \hat{Q}^\pi(s, a) = \nabla_{\theta_1} \log \pi_n(a|s)$, and 2) when the parameter update of $\theta_1$ converges, $\hat{Q}^\pi(s, a)$ satisfies

$$\sum_S d^\pi(s) \sum_A \pi_n(a|s) (\hat{Q}^\pi(s, a) - \bar{Q}^\pi(s, a)) \nabla_{\theta_1} \hat{Q}^\pi(s, a) = 0. \quad (6)$$

According to [23, Lemma 2], $b(s) = V^\pi(s)$ is the optimal baseline that minimizes the variance in the action-value function estimator. By substituting $b(s) = V^\pi(s)$ into (5), we have

$$\nabla_u J(\pi_n(a|s)) = \sum_S d^\pi(s) \sum_A \nabla_u \pi_n(a|s) A^\pi(s, a). \quad (7)$$

where $A^\pi(s, a) \equiv Q^\pi(s, a) - V^\pi(s)$ is the advantage function.

Bhatnagar et al. [15] derived four different AC algorithms to update the policy parameters in the direction of the average reward gradient. We extend some of their results to the start-state formulation, and we have Lemmas 1 and 2, which are the analogs in [15, Lemmas 3 and 4].

Lemma 1: Under a given policy $\pi$, the TD error $\delta_t = r_{t+1} + \gamma \hat{V}(s_{t+1}) - \hat{V}(s_t)$ is an unbiased estimate of the advantage function $A^\pi(s, a)$ under the start-state formulation

$$E[\delta_t | s_t, a_t, \pi] = A^\pi(s_t, a_t). \quad (8)$$

Lemma 2: If TD recursion converges with probability 1, and $\delta_t^\pi = r_{t+1} - \gamma T^\pi \phi(s_t) - \theta^T T^\pi \phi(s_t)$ denotes a stationary estimate of the TD error, then the bias in the estimate of the gradient of the discount reward can be formulated as

$$E[\delta_t^\pi \phi(s_t, a_t)|u] = \nabla_u J(\pi_n(a|s)) + \sum_S d^\pi(s) \nabla_u V^\pi(s). \quad (9)$$

where $V^\pi(s)$ (denotes the following quantity:

$$\sum_a \pi(a|s)[R(s, a) + \gamma \sum_{s_{t+1}} P_0(s_{t+1}|s_t, a_t) \theta^T T^\pi \phi(s_{t+1})] - J(\pi_n)].$$
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III. ACTOR-CRITIC LEARNING CONTROL
ALGORITHM BASED ON RLS-TD LEARNING

In the conventional AC framework, first-order algorithms, commonly TD and its variants, are used as the adaptive policy evaluation methods for the critic. In the AC framework, the policy is time-variant because of the policy improvement update of the actor. TD-like algorithms, as the stochastic gradient descent methods can gradually ignore the old samples generated under the previous policy and put more emphasis on the new samples under the current policy. Therefore, TD-like algorithms can evaluate the value function of the current policy without bias, in spite of having a low convergence rate. In the task of policy evaluation, RLS-TD algorithms have much higher sample efficiency than TD-like algorithms. However, when RLS-TD algorithms take the place of TD-like algorithms and are used as the critic, this unbiased evaluation cannot be achieved. The reason lies in the fact that RLS-TD algorithms are batch algorithms but not adaptive algorithms, e.g., each single sample is equally effective to the critic update. Due to the time-variant policy mentioned earlier in AC, the samples in the trajectory are generated by different policies at each time step. Thus, the value function evaluated by RLS-TD algorithms cannot be an accurate evaluation either for the previous or the current policy. Essentially, RLS-TD does not work in the way of on-policy learning. To retain the high sample efficiency of RLS-TD and to make it work in the way of on-policy learning, a new AC framework is presented based on a sustainable $\ell_2$-regularized RLS-based critic in the direction of the discounted reward gradient.

A. AC Framework Based on RLS-TD Learning

We use $\hat{V}_\pi(s) = \theta^T \phi(s)$ to denote the approximation of the state-value function in state $s$ and assume that the basis functions $\{\phi(s), s \in S\}$ are linearly independent. Since the critic uses an LSTD learning method, which can exclude the step-size schedule, the step-size schedule is considered only for the actor. Let $\{\beta_t\}$ be the step-size sequence that satisfies

$$\sum_t \beta_t = \infty, \quad \sum_t \beta_t^2 < \infty. \quad (10)$$

Another crucial assumption is that the parameter of the actor should change more slowly than that of the critic. Thus, the step-size sequence $\{\beta_t\}$ should be set as a sufficiently small positive value. Hence, the critic converges faster than the actor.

In Algorithm 1, the behavior policy $u^b_m$ is used to generate samples at $m$th iteration. Since $\ell_2$-regularized recursive LSTD with gradient correction (RRC) is a batch learning algorithm, the behavior policy $u^b_m$ remains unchanged until the end of each $m$th iteration. All RRC parameters are reset to zero at the beginning of each iteration. In this way, RRC works in the way of on-policy learning at each iteration, because the policy in each iteration is invariant and thus the samples are generated by this identical policy. Therefore, RRC can evaluate this current policy without bias. This AC framework is a policy iteration-like method using PG as the actor. Furthermore, on-policy learning can improve the convergence performance of RRC and other RLS-TD algorithms in the AC framework. This is the main difference between the proposed AC framework and the previous ones. Peters and Schaal [4] proposed a series of natural gradient-based AC algorithms. One of their algorithms used an least-squares TD Q-learning (LSTDQ) method in a critic update. However, in this paper, they did not treat LSTDQ as a batch learning algorithm in their settings. In this case, since the policy is changing, the LSTDQ evaluates the expectation of the sum of the policy at all time steps, but not the policy at the current time step. Therefore, convergence analysis is hard to achieve for their LSTDQ-based AC algorithm. Although a forgetting factor is used in their LSTDQ settings, to forget part of its accumulated sufficient statistics, we found that the forgetting rate will change the stationary distribution of state $s$ under the policy $\pi$. This causes an extra approximate error in policy evaluation. Hence, it is more reasonable to use least squares methods as batch leaning algorithms in critic update of the AC algorithm.

In Algorithm 1, we use RRC and fast RRC (FRRC) [38], two versions of LSTD learning with gradient correction [32], as our critic.

Algorithm 1 CIPG Based on RRC

**Initialization:**

**Parameters:**

- $\pi_\theta(a|s)$: parameterized policy with initial parameters $u = u_0$;
- $u^b_0 = u_0$: behavior policy;
- $\phi(s)$: value function basis function;
- $\tilde{e} \in \mathbb{R}^+$: regularization parameter;
- $\gamma \in [0, 1]$: discount factor.

1: **Repeat**

2: Reset critic parameters: $\rho_0 = 0$, $h_0 = 0$.

3: Set $P_0 = 1/\tilde{e} I$ and $G_0 = \tilde{e} I$;

4: **Repeat**

5: Initial state $s_0$ and step size $\beta$;

6: Draw action $a_t \sim \pi_{\theta}^b(a_t|s_t)$, observe next state $s_{t+1} \sim P(s_t, a_t, s_{t+1})$ and reward $r_{t+1}$.

7: Critic update: according to RRC or FRRC.

8: Compute TD error: $\delta_{t+1} = r_{t+1} - \gamma \theta_{t+1}^T \phi(s_{t+1}) - \theta_t^T \phi(s_{t})$.

9: **Until reach desired steps.**

10: Actor update: $u_{t+1} = u_t + \beta_1 \delta_t \phi(s_t)$.

11: Behavior policy update: $u^b_{t+1} = u_{t+1}$.

12: **Until reach desired iteration.**

**Return** $\pi_\theta(a|s)$.

B. Sustainable $\ell_2$-Regularized RLS-TD With Gradient Correction

The state matrix in an RLS-TD algorithm is often initialized as a diagonal matrix with a small positive coefficient to make the state matrix invertible. In the perspective of regularization, this initial coefficient can realize $\ell_2$-regularization (also mentioned as ridge regression). Thus, the objective function is combined by a mean-square-projected Bellman error (MSPBE) and a $\ell_2$-regularization term. As this initial coefficient is constant, the weight of the $\ell_2$-regularization term is...
is also constant. However, the number of samples increases in the process of learning, and the percentage of MSPBE as error loss also gradually increases. Accordingly, the percentage of L2-regularization term is squashed. This compression means that the effect of L2-regularization decreases during learning and the L2-norm of the parameters increases. This weak regularization is not good for convergence. To solve this problem, RRC [38] adds a regularization step at each time step to make the effect of L2-regularization sustainable but not weaken during learning. Then, RRC’s objective is to find the solution of the following objective function:

\[
f(\theta^*) = \arg \min_{\mu} \frac{1}{2} \| \ddot{\phi} \mu - (\ddot{R} + \gamma \ddot{\Phi}) \theta \|^2 + \bar{\varepsilon} \| \mu \|^2_2,
\]

where the sample matrices \( \ddot{\phi} \), \( \ddot{\Phi} \), and \( \ddot{R} \) are defined as

\[
\ddot{\phi} = \begin{bmatrix} \phi(s_1)^T \\ \vdots \\ \phi(s_m)^T \end{bmatrix}, \quad \ddot{\Phi} = \begin{bmatrix} \phi(s_1')^T \\ \vdots \\ \phi(s_m')^T \end{bmatrix}, \quad \ddot{R} = \begin{bmatrix} r_1 \\ \vdots \\ r_m \end{bmatrix},
\]

respectively, and \( \ddot{\varepsilon} \in \mathbb{R} \) is a L2-regularization parameter. Other L2-regularized LSTD algorithms find the solution of

\[
f(\theta^*) = \arg \min_{\mu} \frac{1}{2} \| \ddot{\phi} \mu - (\ddot{R} + \gamma \ddot{\Phi}) \theta \|^2 + \lim_{k \to \infty} \frac{1}{k} \ddot{\varepsilon} \| \mu \|^2_2.
\]

Both the right-hand sides of (11) and (13) consist of an MSPBE and a L2-regularization term. Using an auxiliary LFA with parameters \( \omega \in \mathbb{R}^n \) to approximate the TD error, the linear system solved by RRC is

\[
\begin{bmatrix} \ddot{\Phi}^T \ddot{\Phi} - \gamma \ddot{\Phi}^T \ddot{\Phi}' \\ \ddot{\Phi}^T \ddot{\Phi} - \gamma \ddot{\Phi}^T \ddot{\Phi}' \gamma \ddot{\Phi}'^T \ddot{\Phi} \end{bmatrix} \rho + \sum_{i=1}^{\bar{\varepsilon}} I = \begin{bmatrix} \ddot{\Phi}^T \ddot{R} \\ \ddot{\Phi}^T \ddot{\Phi} \end{bmatrix},
\]

where \( \rho = [\theta; \omega] \).

The state matrix in (14) can be rewritten in the following incremental form:

\[
\ddot{G}_k \equiv \sum_{i=1}^{k} \begin{bmatrix} \phi_i (\phi_i - \gamma \phi_i')^T \\ \phi_i (\phi_i - \gamma \phi_i')^T \phi_i \phi_i' \end{bmatrix} + \ddot{\varepsilon} I, \quad \ddot{h}_k
\]

\[
= \sum_{i=1}^{k} \begin{bmatrix} r_i \phi_i \\ r_i \phi_i' \end{bmatrix}.
\]

If we denote \( P_k \) as the inverse of state matrix \( \ddot{G}_k \), then the incremental form of \( P_k \) is

\[
P_k = P_{k-1} + \begin{bmatrix} \phi_k \phi_k' \\ u_{1,k} \\ v_{1,k} \end{bmatrix} \begin{bmatrix} (\phi_k - \gamma \phi_k')^T \\ \phi_k' \end{bmatrix} \left[ 0 \begin{bmatrix} \phi_k' \\ u_{1,k} \\ v_{1,k} \end{bmatrix} \begin{bmatrix} \phi_k' \\ u_{1,k} \\ v_{1,k} \end{bmatrix} \right]^{-1} + \ddot{\varepsilon} \bar{I} \left( \bar{I} + \ddot{\varepsilon} \bar{I} \right)^{-1} \ddot{\varepsilon} \bar{I},
\]

where \( \bar{I} \) is an element vector whose elements are zeros, except for the \( i \)th one, which is 1. \( P_k \) can be solved using the Sherman–Morrison formula \( 2(n+1)+2n \) times. The recursive steps for the vector product terms \( u_{1,k} v_{1,k}' + u_{2,k} v_{2,k}' \) in (16) are shown as follows:

\[
\begin{align*}
\Psi_{1,k} &= P_{k-1} - u_{1,k} \\
K_{1,k} &= \Psi_{1,k} (v_{1,k}' P_{k-1} - \gamma P_{k-1}) \\
D_k &= P_{k-1} - K_{1,k} \\
\Psi_{2,k} &= D_k u_{2,k} \\
K_{2,k} &= \Psi_{2,k} (v_{2,k}' D_k - \gamma D_k) \\
P_k &= D_k - K_{2,k}.
\end{align*}
\]

By defining \( P_{k,(i)} \) as the inverse of \( \ddot{G}_k \) with the first \( j \) terms of \( \ddot{\varepsilon} I \), the recursive steps for the last \( 2n \) terms in \( \ddot{G}_k \) can be updated by

\[
P_{k,(j)} = P_{k,(j-1)} - P_{k,(j-1)} \ddot{\varepsilon} I \ddot{I} (j) \ddot{I} (j) \ddot{I} (j)^{-1} P_{k,(j-1)} (j, j + 1).
\]

Then, RRC updates the parameters by \( \rho_k = P_{k,(2n)} \ddot{h}_k \).

Text 1 RRC

Initialization:

Parameters and samples:

- Regularization parameter \( \ddot{\varepsilon} \in \mathbb{R}_+ \),
- Discounted factor \( \gamma \in [0, 1] \),
- Value function basis function \( \phi(s_i) \),
- State transition and reward samples from time-step 1 to \( m(s_i, r_i, s_i') \).

Variables:

\( \rho_k = 0, \ddot{h}_0 = 0, \ddot{G}_0 = \ddot{\varepsilon} I \).

1: Repeat
2: Compute \( u_{1,k}, u_{2,k}, v_{1,k}, v_{2,k} \) as in (14),
3: Compute \( P_k \) as in (15) and (16),
4: Repeat
5: Compute \( P_{k,(i)} \) as in (17),
6: \( j \leftarrow j + 1 \),
7: Until \( j = 2n \),
8: Compute \( \rho_k = P_{k,(2n)} \ddot{h}_k \),
9: \( k \leftarrow k + 1 \),
10: Until \( k = m \).

Return \( \rho_m \).

The computational complexity of RRC is \( O(n^3) \). We can reduce it to \( O(n^3) \) by assuming that the number of samples is much larger than the dimension of basis function. When a new sample comes, only one element \( \ddot{\varepsilon}_{I(p)} \) of \( \ddot{\varepsilon} I \) in (19) is added, and then \( P_k \) can be recursively updated by

\[
P_k = P_{k-1} - \ddot{\varepsilon} P_{k-1} (p, p) (1 + \ddot{\varepsilon} P_{k-1} (p, p))^{-1} P_{k-1} (p, p).
\]

This variant of RC is termed fast sustained \( \ell_2 \)-regularized RC (FRRC), and the pseudocode of FRRC is the same as RRC expect that we use the following steps to replace steps 1–10 in Text 1.
IV. CONVERGENCE ANALYSIS

We now present the convergence analysis of the proposed AC framework. We prove that CIPG converges to a local optimal policy under some conditions and assumptions.

Since our algorithm’s actor update is the same as [2] and [23], with the exception that our algorithm is under the start-state formulation, the convergence analysis of our actor update should be similar to that of [2] and [15]. Furthermore, in the critic update, the least squares method is used to find the TD fixed point of value function parameters in place of the first-order algorithms in [15]. As mentioned earlier, our critic update works in the way of on-policy learning during each iteration. Hence, the convergence analysis of the proposed algorithm can be divided into two steps: the critic’s convergence analysis and the actor’s convergence analysis.

We recall the convergence analysis result of the critic from [38]. The corresponding assumptions are summarized as follows.

Assumption 1: The underlying policy is stationary; the MDP is finite, ergodic, and stationary; and the expectation of the reward function is bounded.

Assumption 2: The basis function matrix is full rank, and it is bounded for each state.

Assumption 3: All of the recursive inversing equations satisfy $1 + θ^T A^{-1} u ≠ 0$ in the denominators.

Under these assumptions, RRC and FRRC algorithms converge to the unique TD fixed point $θ^{∗∗}$ of (11) with a probability of one [38]. That is

$$\lim_{k \to \infty} \rho_k = \lim_{k \to \infty} [\hat{θ}_k o_k]^T \approx [θ^{∗∗} \ 0]^T. \ \ \ \ \ (21)$$

Note that the fixed point in (11) is different from other $ℓ_2$-regularized least-squares-based algorithms, such as RC and LSTD.

Fig. 1 shows the different learning processes of (11) and (13). In RC and LSTD, with the increasing number of samples, the radii of the $ℓ_2$-norm ball of $μ$ will also increase and the TD fixed point is thus changing. This accounts for why the effect of $ℓ_2$-regularization of RC and LSTD decreases. However, the radii of the $ℓ_2$-norm ball of RRC and FRRC are constant; therefore, they can sustain the $ℓ_2$-regularization effect in the learning process.

Now, we present the convergence analysis of the actor, which is similar to that in [2]. From Conditions 1–3, we can obtain the convergence theorem as follows.

Condition 1: $δ^T π$ is an unbiased estimate of $δ^T π$ where $\mathbb{E}[δ^T π | u] = δ^T π$, in which $δ^T π = r_{t+1} + γ θ^T T φ(s_{t+1}) − \theta^T π φ(s_t)$ denotes the estimation of TD error at time step $t$.

Condition 2: where $\nabla_u J(π_m) = δ_π ψ(s,a)$ is an unbiased estimate of $\nabla_u J(π_m)$.

Condition 3: where $\partial^2 J(π_m)/∂u_i∂u_j$ and $\partial^2 J(π_m)/∂u_i^2$ are bounded.

Theorem 1 (Convergence of Critic-Iteration Policy Gradient With Function Approximation): Let $π(a|s)$ and $\bar{V}^π(s)$ be any differentiable function approximation for the policy and value function, respectively. Let $\{β_t\}$ and $\bar{δ}_t = r_{t+1} + γ θ^T T φ(s_{t+1}) − θ^T π φ(s_t)$ be the step-size schedule that satisfies the condition (10) and the estimation of TD error at time step $t$, respectively. Then, for an MDP with bounded rewards $\{r_t\}$, following the parameter iterations in Algorithm 1, we have

$$\lim_{t \to \infty} \nabla_u J(π_m) = 0$$

with a probability of one, where $\nabla_u J(π_m) = \mathbb{E}[∂^2 J(π_m) / ∂u_i∂u_j] = \mathbb{E}[∂^2 J(π_m) / ∂u_i^2]$.

Proof: Let $θ^{∗∗}$ be the optimum weight parameter that minimizes the MSPBE $J(θ) = ||Vθ − πTV0||^2_p$, where $π$ is a projection operator, $T$ is the Bellman operator, and $D \in \mathbb{R}^{S \times S}$ is a state-distribution diagonal matrix [2].

The error in the estimation of $δ^T π = r_{t+1} + γ θ^T T φ(s_{t+1}) − θ^T π φ(s_t)$ caused by our AC framework is $ε_t = δ^T π − δ^T π$, where $π_m$ and $π_{m−1}$ are the policy in the $m$th and $(m−1)$th iteration. The resulting PG is $\nabla_u J(π_m) = (δ^T π − ε_t) ψ(s_t, a_t)$. Since $β_t → 0$, we have for all $m$ greater than some index $m$, the distance $||π_{m−1} − π_m||^2$ is small enough, then the RLS-TD critic (RRC or FRRC) in our AC framework evaluates the value function of $π_m$. As mentioned earlier, RRC and FRRC algorithms converge to the unique TD fixed point $θ^{∗∗}$ under the policy $π_m$. Thus, we have $\mathbb{E}[δ^T π | u] = δ^T π$ and $ε_t → 0$.

Then, we can obtain $\nabla_u J(π_m) = δ^T π ψ(s_t, a_t)$ as a function of the gradient of the parameterized policy in formula (4), we have $\nabla_u J(π_m) = δ_π ψ(s, a)/C$ which is an unbiased estimate of $\nabla_u J(π_m)$, and causes the actor to be updated along with the direction of the PG. Hence, Conditions 1 and 2 are verified.

For Condition 3: a simple calculation shows that

$$\partial^2 J(π)/∂u_i∂u_j = π(a|s)[ψ′(s,a)ψ(s,a) − \sum_{a′ \in A} π(a′|s)ψ′(s,a)ψ(s,a′)].$$

(22)
Thus, \( \partial^2 \pi_u(a|s)/\partial u_i \partial u_j \) exists and is bounded. As we assume that rewards \( r_t \) are bounded, we can directly conclude that \( \partial^2 J(\pi_u)/\partial u_i \partial u_j \) is also bounded. Thus, \( V_u J(\pi_u) \) is a Lipschitz continuous function.

With the above-mentioned conditions and the step size defined in (10), [43, Proposition 3.5] holds, and the actor then converges to a local optimum. The claim follows.

Next, we turn to discuss how the error in using function approximation affects the convergence and performance of the proposed method. In order to make discussion more clearly, we replace \( J(\pi_u) \) with the notation \( J(u) \) without changing the meaning. Furthermore, we consider the MDPs with cost defined as a negative reward \(-r_t\) at time step \( t \), and the corresponding objective is to minimize the long-term-discounted total negative rewards. This minimization problem is equivalent to the maximization problem as we considered in the original policy accent settings. Thus, a change occurs only in our actor update

\[
u_{t+1} = \nu_t - \beta_t \psi_t \psi_t, \tag{23}
\]

The first-order Taylor expansion of \( J(\nu_{t+1}) \) shows that

\[
J(\nu_{t+1}) = J(\nu_t) + \beta_t \nabla \nu J(\nu_t) \nu_t + o(\beta_t), \tag{24}
\]

where \( \nu_t \) denotes the decent direction. In lieu of Lemma 2, the decent direction in our method becomes

\[
\nu_t = -\left( \nabla \nu J(\nu_t) + \exp(1 - \nu_t) \right), \tag{25}
\]

where \( \exp(1 - \nu_t) = \sum_S d\nu_t(s)[\nabla \nu V^\nu_t(s) - \gamma \nabla \nu \theta^\nu_t \phi(s)] \).

To ensure that the directions \( \nu_t \) will not become asymptotically orthogonal to the gradient direction \( \nabla \nu J(\nu_t) \) near the nonstationary point, we enforce the following condition [43] on \( \nu_t \) for all \( t \):

\[
\nabla \nu J(\nu_t) \nabla \nu J(\nu_t) + \exp(1 - \nu_t) \geq c_1 \| \nabla \nu J(\nu_t) \|^2, \tag{26}
\]

where \( c_1 \) and \( c_2 \) are some positive scalars. In view of the Taylor expansion (24), the above condition implies that

\[
J(\nu_{t+1}) - J(\nu_t) = \beta_t \nabla \nu J(\nu_t) \nabla \nu J(\nu_t) \nabla \nu J(\nu_t) + o(\beta_t) \leq 0, \tag{27}
\]

which means \( J(\nu_t) \) is monotonically nonincreasing. Thus, if the error in using function approximation satisfies condition (27), then the policy is monotonically improved by our actor update.

V. SIMULATION AND EXPERIMENTS

This section compares the performances of the proposed two AC algorithms CIPG-RRC and CIPG-FRRC with two other algorithms: 1) RLSTD-PG [4] (RLSTD in the AC framework that uses RLSTD as TD-like critic) and 2) c-PG [15] (conventional PG-based AC algorithm). Three learning control benchmarks are considered: a discrete 20-state chain walk problem is chosen to test the \( \ell^2 \)-regularization effect for the parameters in the critic and the mountain car (a goal-reaching task) and inverted pendulum (an avoidance control task) problems are chosen to test the convergence performances. All the simulation results are averaged over 20 runs. Because all of these experiments are learning control problems with finite action space, Gibbs distribution is used to represent the policy. We believe that our algorithms can also be extended to continuous action space cases using normal distribution [44].

A. 20-State Chain Walk Problem

A simple discrete 20-state chain walk problem [31] is first considered to show that CIPG converges to the optimal policy. This MDP consists of 20 states (numbered from 1 to 20), 2 actions (“left” and “right”), and 1 reward at each boundary of the chain (states 1 and 20). Each action has a successful possibility of 0.9 to be executed, and a fail possibility of 0.1, which leads to the execution of the opposite action. The discount factor for this MDP is set to 0.9. The optimal policy is to go left in states from 1 to 10 and to go right in states from 11 to 20.

LFA is constructed to represent state-value functions, and a parameterized Gibbs distribution is used to represent policy. The state feature vector \( \phi_s \in \mathbb{R}^d \) for the first experiment contains 11 radial basis function (RBF) basis functions plus a constant term

\[
\phi_s = \left[ 1, \exp\left(\frac{||s - k||^2}{2\sigma^2}\right) \right]^T, \tag{28}
\]

where \( k \) is generated according to current \( \nu_t \).

The state-action feature vector \( \phi_{s\alpha} \in \mathbb{R}^{d \times m} \) is constructed using \( \phi_s \)

\[
\phi_{s\alpha} = [0, \ldots, 0, \phi_s, 0, \ldots, 0]^T. \tag{29}
\]

The initial policy parameters \( \nu_0 \) and critic parameters \( \rho_0 \) are set at 0. Since the critic excludes step-size schedules in both RRC and FRRC, we only design step-size sequences for the actor, according to the condition in (10)

\[
\beta_t = \beta_0 \beta_c / \beta_c + t^{2/3}, \tag{30}
\]

where \( \beta_0 = 0.1 \) and \( \beta_c = 100 \).

Training data in our experiments consist of independent, identically distributed (i.i.d.) samples [45]. In the i.i.d. formulation, the states \( s_t \) are i.i.d. generated independently and identically distributed, according to uniform distribution. From each \( s_t \), the next state \( s_{t+1} \) is generated according to current policy, and a corresponding reward \( r_t \) is generated according to reward function. The final i.i.d. data sequence is \( (s_k, r_k, s_{k+1}) \), for \( k = 1, 2, \ldots, m \), where \( m \) is the length of the sequence. The lengths of the data sequences in three experiments are 1000, 3000, and 1000, respectively. Computational times of the 20-state chain work problem, the inverted pendulum, and the mountain car problem are listed in Table I.

Fig. 2 shows different convergence trends of parameters of two kinds of \( \ell^2 \)-regularization schemes: conventional \( \ell^2 \)-regularization scheme (corresponding to RLSTD and RC shown in Fig. 2) and sustainable \( \ell^2 \)-regularization scheme.
the performances of these algorithms and c-PG, where \( \hat{V}^{\pi} \) and \( V^{\pi^*} \) are the evaluated value function of current policy and true value function of optimal policy, respectively. In order to compare the convergence of the three algorithms (RLSTD-PG, CIPG-RRC, and CIPG-FRRC) with c-PG, we tested the policy improvement of these algorithms after the equivalent samples.

Fig. 3 shows the MSEs of c-PG, RLSTD-PG, CIPG-RRC, and CIPG-FRRC on a chain walk problem. All algorithms displayed fast converge. The least-squares-based AC algorithms had smaller MSEs than c-PG. The MSEs of all algorithms decreased with the increasing number of iterations. After four iterations (4000 samples), the MSE of least-squares-based AC algorithms was about 0.2. After 20 iterations (20,000 samples), c-PG’s MSE was about 0.7.

Fig. 4 shows the improved policies of CIPG-RRC, RLSTD-PG, and c-PG after two iterations (1000 samples for each iteration). The figure shows the probability of taking the left action according to the improved policy. The optimal policy in this problem is to go left at states from 1 to 10 and to go right otherwise with a probability of 1. CIPG-RRC performs best among these algorithms. After six iterations (6000 samples), CIPG-RRC converges to a near optimal policy, which represents better performance than the policies learned by RLSTD-PG and c-PG.

### B. Inverted Pendulum

In the second experiment, the inverted pendulum problem noted in [31] is considered. As shown in Fig. 5, the task is to balance a pendulum with unknown length and mass by applying one of three candidate actions \( a \) at each time step: \([-50N, 0N, +50N]\). All the actions are noisy by adding a uniform noise in \([-10N, +10N]\). The continuous state space includes the vertical angle \( \xi \) and the angular velocity \( \dot{\xi} \) of the pendulum. The dynamics of the system is given by the following nonlinear differential equation:

\[
\ddot{\xi} = \frac{g \sin(\dot{\xi}) - a(m l(\dot{\xi})^2 \sin(2\xi) + \cos(\dot{\xi}))}{4l/3 - am l \cos^2(\dot{\xi})} \tag{31}
\]

where \( g = 9.84 \text{ m/s}^2 \), \( m = 2.0 \text{ kg} \), \( M = 8.0 \text{ kg} \), \( l = 0.5 \text{ m} \), \( a = 1/(M + m) \) stand for the gravity constant, the mass of the pendulum, the mass of the car, the length of the pendulum, and a constant, respectively. The reward is 0 when \( \xi \in [-\pi/2, \pi/2] \) and is \(-1\) otherwise. The simulation time step and the discount factor are set at 0.1 s and 0.96, respectively.

We used identical LFA as in the first experiment for the state feature vectors and state-action feature vectors except that state feature vectors \( \phi_\xi \) have nine RBF basis functions plus a constant term

\[
\phi_\xi = \left[ 1, \exp\left(\frac{\|s - k_i\|^2}{-2\sigma^2}\right)\right]^T \tag{32}
\]

where \( s = (\xi, \dot{\xi}) \), the centers \( k_i \) are nine points of the grid \([-0.5, 0, 0.5] \times [-0.5, 0, 0.5] \), and \( \sigma = 0.5 \) (we normalize the states \( \xi \) and \( \dot{\xi} \) to \([-1, 1]\)). We set the step-size schedule parameters for the second experiment at \( \beta_0 = 0.1 \) and \( \beta_c = 1000 \).

### Table I

<table>
<thead>
<tr>
<th>Problem</th>
<th>Algorithm</th>
<th>c-PG</th>
<th>RLSTD-PG</th>
<th>CIPG-RRC</th>
<th>CIPG-FRRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>20-state Chain walk</td>
<td></td>
<td>2.28s</td>
<td>2.85s</td>
<td>5.27s</td>
<td>3.68s</td>
</tr>
<tr>
<td>problem</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inverted Pendulum</td>
<td></td>
<td>30.39s</td>
<td>40.34s</td>
<td>127.08s</td>
<td>47.89s</td>
</tr>
<tr>
<td>Mountain Car</td>
<td></td>
<td>4.29s</td>
<td>5.16s</td>
<td>10.67s</td>
<td>6.53s</td>
</tr>
</tbody>
</table>
The performances of the policies learned by the least-squares-based AC algorithms and c-PG are shown in Figs. 6 and 7. For each iteration, the improved policies by these algorithms are executed 100 times to evaluate the average numbers of balancing steps and the average probabilities of success. If a policy balances the pendulum over 3000 steps in a run, we call it a successful run. CIPG-RRC performs best among all the AC algorithms and returns very good policy, given 15 training iterations. With 30 training iterations, the expected number of balancing steps of CIPG-RRC is about 2800 steps. The success rate of CIPG-RRC increases fastest among all algorithms at the first 15 iterations and converges to 0.9 probability of success, which is higher than any other algorithm’s success rate. Besides, algorithms CIPG-FRRC and c-PG converge to a good policy and perform better than RLSTD-PG after 15 training iterations.

### C. Mountain Car

We now consider the mountain car problem suggested in [46]. The task in this problem is to drive an underpowered car to the top of a mountain (shown in Fig. 8). At each time step, three actions $a$ are allowed: full throttle forward (+1), full throttle reverse (−1), and zero throttle (0). The car’s position $x_t$ and velocity $\dot{x}_t$ are updated by the following dynamic:

$$
\begin{align*}
    x_{t+1} & = x_t + \dot{x}_t + 1 \\
    \dot{x}_{t+1} & = \dot{x}_t + 0.001u - 0.0025 \cos(3x_t)
\end{align*}
$$

(33)
where $x_{t+1} \in [-1.2, 0.5]$ and $\dot{x}_{t+1} \in [-0.07, 0.07]$. $\dot{x}_{t+1}$ resets to 0 when the car reaches the left bound of $x_{t+1}$.

Reward 1 is given as long as the car reaches the goal $x = 0.5$; otherwise, the reward is 0 at each time step. For the state $s = (x, \dot{x})$, the state feature vectors and the state-action feature vectors have the same form as the second experiment except that the centers $k_i$ have 12 points of the grid {$-1.1, -0.6, -0.1, 0.4$} $\times$ {$-0.7, 0, 0.7$} and $\sigma = 0.5$ (we normalize the state $\dot{x}$ to $[-1, 1]$) and the step-size schedule parameters for this problem are set at $\beta_0 = 0.1$ and $\beta_c = 1000$.

The performances of the policies learned by the proposed two algorithms, RLSTD-PG and c-PG, are shown in Figs. 9 and 10. For each iteration, the learned policies by these algorithms are executed 100 times to evaluate the average number of steps and the probability of success. If a policy drives the car to the goal within 5000 steps in a run, then we call it a successful run. RLSTD-PG, CIPG-RRC, and CIPG-FRRC return good policies after a few number of iterations. With three iterations (3000 samples), the average number of steps of these three algorithms is less than 800 steps and the probability of success is 100%. The $\ell_2$-norm of the sustainable $\ell_2$-regularized algorithms remained more stable during the learning process, as compared with the conventional RLS-TD learning algorithms. CIPG-RRC and CIPG-FRRC achieved high convergence rates on the 20-state chain walk, the inverted pendulum, and the mountain car tasks, using the samples generated by the i.i.d. sampling method. These two algorithms have more deterministic parametric probability distributions than conventional PG-based AC algorithms. Hence, these two AC algorithms are efficient options for learning control tasks.

Based on the CIPG-RRC and CIPG-FRRC algorithms proposed in this paper, further works may include the following aspects: 1) the computational complexity of the proposed algorithms could be further reduced for online learning problems; 2) some recent advanced PG algorithms can be incorporated to improve the performance of the proposed AC framework; and 3) the real-world applications of our algorithms should be studied.

CIPG-RRC and RLSTD-PG converge to an optimal policy with the probability of 1.

VI. CONCLUSION

In this paper, the problem of how to use RLS-based algorithm in the AC framework is studied. Two RLS-based AC algorithms were proposed, namely, CIPG with a sustainable $\ell_2$-regularized RLS-TD learning with gradient correction (CIPG-RRC). Furthermore, we also use a fast sustainable $\ell_2$-regularized RC to reduce the $O(n^3)$ computational complexity of CIPG-RRC to $O(n^2)$, a low computational complexity counterpart termed CIPG-FRRC was derived. These AC algorithms can avoid the difficulty of tuning the step size in the critic on the contrary to conventional first-order PG-based AC algorithms, and sustain the $\ell_2$-regularization effect during the learning process. From convergence analysis, it was found that RRC and FRRC converged to a fixed point that sustained the effect of $\ell_2$-regularization throughout the learning processes and the actor converged to the locally optimal policy under the critic and value function approximation. The simulation results showed that CIPG-RRC and CIPG-FRRC are efficient methods for learning control problems with $\ell_2$-regularization. The $\ell_2$-norm of the sustainable $\ell_2$-regularized algorithms remained more stable during the learning process, as compared with the conventional RLS-TD learning algorithms. CIPG-RRC and CIPG-FRRC achieved high convergence rates on the 20-state chain walk, the inverted pendulum, and the mountain car tasks, using the samples generated by the i.i.d. sampling method. These two algorithms have more deterministic parametric probability distributions than conventional PG-based AC algorithms. Hence, these two AC algorithms are efficient options for learning control tasks.
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