Gradient-based step response identification of low-order model for time delay systems

Rui Yan, Fengwei Chen, Shijian Dong, Tao Liu*
Institute of Advanced Control Technology, Dalian University of Technology, Dalian, 116024, P. R. China
* Corresponding author. Tel: 86-411-84706465 email: liurouter@ieee.org (T. Liu)

Abstract: In this paper, a step response identification method is proposed to obtain a low-order model for industrial processes with time delay. Based on a classification of the model pole distribution, the corresponding time domain expressions of the output response to a step change are derived and therefore, a gradient searching algorithm is developed to simultaneously identify the rational model parameters together with the delay parameter. The computation effort can be significantly reduced compared to the existing time domain multiple-integral methods for model fitting. The convergence of the proposed algorithm is analyzed with a strict proof. Two illustrative examples from the literature are shown to demonstrate the effectiveness of the proposed method.
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1 INTRODUCTION

For control-oriented model identification in industrial engineering applications, step response tests have been widely used owing to its implemental simplicity and economy. In the past decades, the identification of process models with time delay has received increasing attention in view of the fact that time delay is usually involved with industrial processes and system operations [1-3]. Early references (e.g. [4]) proposed the approximation of time delay by using Padé approximation and Laguerre expansion, resulting in a higher order rational transfer function model that contains more parameters to be estimated and may cause unacceptable fitting error when the process response has a long time delay. By fitting a few representative points in the transient output response to a step change, the reference [5] presented alternative identification methods for obtaining a first-order-plus-dead-time (FOPDT) or second-order-plus-dead-time (SOPDT) model. Based on numerical integral to the time domain expression of step response, the papers [6, 7] introduced n-fold multiple integrals to identify a n-th order process model. Note that these multiple-integral based identification methods can give good accuracy and robustness in comparison with the previous methods, but the computation load is relatively high and the use of multiple time integrals for parameter estimation may be sensitive to the test data length. In the recent years, a frequency domain multiple integral identification method was proposed [8] to reduce the computation effort by introducing a damping factor to the step response for the computation of the Laplace transform. A generalized expectation-maximization algorithm was suggested for robust identification of linear parameter varying (LPV) systems with fixed input delay [9]. For identifying a canonical state space model with state delay, a recursive least-squares parameter identification algorithm was presented in [10] based on using a state filter. To handle the nonlinear estimation problem, a few numerical optimization methods were developed for estimating both the linear model parameters and the delay parameter, e.g.

hierarchical identification strategies [11], Gradient-based searching algorithm [12,13], Newton-like approaches [14, 15]. Note that these numerical optimization methods were developed based on using persistent excitation signals such as the pseudo random binary sequence (PRBS), which may not be executable in many industrial applications.

In this paper, a step response identification method is proposed to obtain a low-order model for industrial processes with time delay, to further extend our previous work [16] that was limited to overdamped processes. By introducing a new time domain expression of the process transfer function model, a modified gradient-based identification method is proposed which can simultaneously identify linear model parameters together with the delay parameter from the step response data. Moreover, no time integral is required for computation, significantly reducing the computation effort compared to the recently developed multiple-integral based identification methods. Owing to the use of a step test, it is verified that the cost function of prediction error becomes convex with respect to all the model parameters in a wide region, such that good convergence can be guaranteed. For clarity, the paper is organized as follows: Section 2 presents the low-order process models to be identified. The corresponding identification method is detailed in Section 3, together with some guidelines for model structure selection. The convergence is analyzed in Section 4. Two numerical examples are shown in Section 5. Conclusions are drawn in Section 6.

2 PROBLEM FORMULATION

For industrial processes, e.g. multi-component blending reactors and fermentation tanks, low-order models, e.g. FOPDT and SOPDT, are widely used for control system design and tuning [17]. Without loss of generality, the process models are divided into three types according to the distribution of poles, the first one has a single or repetitive poles,

\[ G_m(s) = \frac{k_p}{(\tau_p s + 1)^n} e^{-\lambda s} \]  

(1)
the second one has two distinct real poles,
\[ G_m(s) = \frac{k_p}{(\tau_1 s + 1)(\tau_2 s + 1)} e^{-\tau_3 L} \]  
(2)
and the last one has two conjugate poles,
\[ G_m(s) = \frac{k_p (\tau_1^2 + \tau_2^2)}{(s + \tau_1^2)(s + \tau_2^2)} e^{-\tau_3 L} \]  
(3)
where \( k_p \) denotes the process static gain, \( L \) is the process
time delay, \( \tau_p, \tau_1, \tau_2 \) are time constants, and \( m \) is the
number of repetitive poles or the model order.
It should be noted that higher-order processes can be
effectively described by the above models [17], [18].
Under a step test, the input excitation with a magnitude of \( h \) can be
described by
\[ u(t) = h, \quad t \geq 0 \]  
(4)
Correspondingly, the time domain step response of the process models shown in (1), (2), (3) can be expressed by
\[ y(t) = \bar{y}(\infty) \left[ 1 - e^{-\tau_1(t - L)} \right] + v(t), \quad t \geq L \]  
(5)
\[ y(t) = \bar{y}(\infty) \left[ 1 + \frac{\tau_1}{\tau_1 - \tau_2} e^{-\tau_1(t - L)} + \frac{\tau_2}{\tau_1 - \tau_2} e^{-\tau_2(t - L)} \right] + v(t), \quad t \geq L \]  
(6)
\[ e^{-\tau_1(t - L)} + \frac{h}{\tau_2} e^{-\tau_2(t - L)} \sin(\tau_2(t - L)) + v(t), \quad t > L \]  
(7)
where \( v(t) \) is assumed to be a white noise with zero mean.
Generally, the process static gain, \( k_p \), can be directly computed from
\[ k_p = \frac{\bar{y}(\infty)}{h} \]  
(8)
where \( \bar{y}(\infty) \) is obtained by averaging 20-50 measured output
values after the process response moves into a steady state.

3 PROPOSED IDENTIFICATION ALGORITHMS

To give a general identification algorithm for the models
shown in (1), (2), and (3), the identification algorithm is
detailed for a second-order model with a zero as expressed by
\[ G_m(s) = \frac{b_0}{(s + \tau_1^2)} + \frac{b_1}{s + \tau_2^2} e^{-\tau_3 L} \]  
(9)
Correspondingly, the time domain step response is shown into
\[ y(t) = \bar{y}(\infty) \left[ 1 - \cos(\tau_1(t - L)) - \frac{\tau_1}{\tau_2} \sin(\tau_2(t - L)) \right] \]  
(10)
\[ e^{-\tau_1(t - L)} + \frac{h}{\tau_2} e^{-\tau_2(t - L)} \sin(\tau_2(t - L)) + v(t), \quad t > L \]  
(11)
To estimate all the unknown model parameters, we define a
parameter vector for estimation,
\[ \theta = [\tau_1, \tau_2, b_1, L]^T \]
The output prediction error can be computed by
\[ \delta(t, \theta) = y(t) - \left[ 1 - \cos(\tau_1(t - L)) - \frac{\tau_1}{\tau_2} \sin(\tau_2(t - L)) \right] \]  
(12)
\[ y(\infty)e^{-\tau_1(t - L)} - \frac{h}{\tau_2} e^{-\tau_2(t - L)} \sin(\tau_2(t - L)) \]
It is obvious that the unknown time delay impede the
computation of prediction error in (12). To resolve the
problem, the following cost function is adopted herein,
\[ J(\theta) = \frac{1}{2} e^T e \]  
(13)
where \( e = [\delta(t_1, \theta), \ldots, \delta(t_N, \theta)]^T \), \( \hat{\theta} \) denotes an estimate of
the unknown parameters, \( \hat{y}(t) \) is the predicted output, \( N \)
denotes the collected data length, and \( t_i \) (\( i = 1, 2, \ldots, N \)) are the
sampling instants which should be chosen such as
\[ L \leq t_1 < t_2 < \ldots < t_N \]  
To minimize the cost function in (13), we compute the
first-order derivative for (12) with respect to \( \tau_1, \tau_2, b_1 \) and \( L \), respectively, obtaining
\[ \frac{\partial \delta(t, \theta)}{\partial \tau_1} = \left[ \bar{y}(\infty) \frac{\tau_1}{\tau_2} - \frac{h}{\tau_2} \right] e^{-\tau_1(t - L)} \cos(\tau_1(t - L)) \]  
(14)
\[ \frac{\partial \delta(t, \theta)}{\partial \tau_2} = (t - L) e^{-\tau_2(t - L)} \sin(\tau_2(t - L)) \bar{y}(\infty) e^{-\tau_1(t - L)} \]  
(15)
\[ \frac{\partial \delta(t, \theta)}{\partial b_1} = -\frac{1}{\tau_2} e^{-\tau_2(t - L)} \sin(\tau_2(t - L)) \]  
(16)
\[ \frac{\partial \delta(t, \theta)}{\partial L} = \frac{h}{\tau_2} e^{-\tau_2(t - L)} \cos(\tau_2(t - L)) \bar{y}(\infty)(t - L) + \frac{\tau_1}{\tau_2} - \frac{h}{\tau_2} \]  
(17)
The Jacobian matrix of (12) is defined by
\[ \Xi(t, \theta) = \left[ \frac{\partial \delta(t, \theta)}{\partial \theta} \right] = \left[ \frac{\partial \delta(t, \theta)}{\partial \tau_1}, \frac{\partial \delta(t, \theta)}{\partial \tau_2}, \frac{\partial \delta(t, \theta)}{\partial b_1}, \frac{\partial \delta(t, \theta)}{\partial L} \right]^T \]  
(18)
Denote
\[ \Psi(\theta) = \left[ \Xi(t_1, \theta), \Xi(t_2, \theta), \ldots, \Xi(t_N, \theta) \right]^T \]  
(19)
The gradient matrix of \( J(\theta) \) with respect to \( \theta \) is therefore defined by
\[ g(\theta) = \nabla J(\theta) e \]  
(20)
The corresponding Hessian matrix is formulated by
\[ H(\theta) = \Psi'(\theta) \Psi(\theta) \]  
(21)
Hence, the parameter vector \( \theta \) can be estimated using a
Guass-Newton iteration approach, i.e.
\( \hat{\theta}_k = \hat{\theta}_{k-1} - H_k^{-1} g_k \) \hspace{1cm} (22)

where \( H_k \) and \( g_k \) can be computed from (20) and (21) using \( \hat{\theta}_{k-1} \) estimated from the previous iteration.

It is well known that the standard Gauss-Newton iteration method may give a slow convergence rate in the initial iterations, causing a considerable computation effort. To overcome the deficiency, we propose the use of an adaptive searching step for iteration based on the Armijo line searching strategy (see e.g. in [19]), i.e.

\[
J(\hat{\theta}_{k-1} + \rho^* d_k) \leq J(\hat{\theta}_{k-1}) + \rho \sigma^* g_k^T d_k
\] \hspace{1cm} (23)

where \( d_k = -H_k^{-1} g_k \) denotes the searching step size, \( m \) is the minimal nonnegative integer satisfying (23). For the convenience of implementation, we take \( \sigma = \rho \) and \( \rho = \min \{ \rho_0, 0.8 \} \) where \( \rho_0 = 1 - 1/(J_k/J_{k-1} + J_{k+1}/J_k) \), following a similar choice given in our previous work [16] to facilitate the convergence.

A suitable initial value is required for the Gauss-Newton iteration to avoid convergence to an improper local minimum. However, it is well known that the convexity of the cost function is related to the type of input excitation for identification [4]. To address this issue, a graphical study on the relationship between \( J(\theta) \) and the SOPDT model parameters is explored based on using different input excitations. Consider a second-order process with time delay described by \( G(s) = e^{-\alpha s}/(s^2 + \alpha s + 1) \), where \( \alpha = 2 \) and \( L = 5 \). The input excitation is taken as a unity step change or a PRBS sequence with the variance of \( \sigma^2 = 1 \), respectively. The number of measured output data is \( N = 3000 \) and the sampling period is \( T_s = 0.01 \) s. The plots of \( J(\theta) \) with respect to \( \alpha \) and \( L \) are shown in Fig.1 and Fig.2. It is seen from Fig.1 that there is a unique minimum, while Fig.2 has multiple minima. The reason lies with that a step signal contains only low frequency components that provoke the output response mainly in the low frequency range. This implies that the cost function is convex in a wide region using a step test for model identification, and the initial choice of model parameters for iteration is not very limited. A small positive real number is therefore suggested to initialize all the model parameters for iteration.

Hence, the proposed identification algorithm is summarized as below:

(i) Collect the input and output observation data, \( \{ u(t_i), y(t_i) \} \), from a step test.

(ii) Take an initial estimation of \( \theta \) denoted by \( \theta_0 \) with small positive real numbers.

(iii) Compute \( \delta(t_i, \hat{\theta}_{k-1}) \) and \( J(\hat{\theta}_{k-1}) \) by (12) and (13).

(iv) Determine the searching step size \( d_k = -H_k^{-1} g_k \) by computing the gradient matrix \( g_k \) in (20) and the Hessian matrix \( H_k \) in (21).

(v) Update \( \hat{\theta}_k = \hat{\theta}_{k-1} + \mu_k d_k \), where \( \mu_k = \rho^m \), and \( m \) is the minimal nonnegative integer that satisfies (23).

(vi) End the algorithm if the fitting condition, \( 1/N \sum_{i=1}^{N} (y(t_i) - \hat{y}(t_i))^2 < err \), is satisfied, where \( err \) is a user specified fitting threshold. Otherwise, let \( k = k+1 \) and go to step (iii).

With the above algorithm, \( b_0 \) is obtained by

\[
b_0 = \overline{y}(\infty) \frac{(\tau^1_i + \tau^2_i)}{h}
\] \hspace{1cm} (24)

4 CONVERGENCE ANALYSIS

To analyze the convergence property of the proposed algorithm, the following proposition is given accordingly.

**Proposition 1:** Assuming that \( \delta(t, \theta) \) is Lipschitz continuously differentiable in a neighborhood \( \Omega \) of the bounded set \( S = \{ \theta | J(\theta) \leq J(\theta_b) \} \), and the Jacobian matrix \( \Psi(\theta) \) in (19) is full row rank together with the positive definite Hessian matrix \( H(\theta) \) in (21), the proposed algorithm guarantee the uniform convergence satisfying

\[
\lim_{k \to \infty} g_k(\theta) = \lim_{k \to \infty} \Psi^T(\theta_k) e(\theta_k) = 0
\]

where \( e(\theta_k) = [\delta(t_i, \theta_k), \ldots, \delta(t_N, \theta_k)] \).

**Proof:** Since \( \delta(t, \theta) \) is Lipschitz continuously differentiable in the bounded set \( S \), there follows for some positive constants \( \beta_1 \) and \( \beta_2 \) that

\[
\| \delta(t, \theta) \| \leq \beta_1, \forall \theta \in S \text{ and } \forall t > L
\] \hspace{1cm} (25)

\[ \|\mathbf{e}(t, \theta)\| \leq \beta, \quad \forall \theta \in S \text{ and } \forall t > L \]  
where \( \| \cdot \| \) denotes the matrix 2-norm.

It can be verified that there exists a constant \( q > 0 \) such that
\[ \|\Psi(\theta)\| = \|\Psi^T(\theta)\| \leq q \]  
(28)

Owing to that \( \Psi(\theta) \) is full column rank, there stands for a sufficient large constant, \( p > 0 \), such that
\[ \|\Psi(\theta)\| \geq p \|\| \]  
(29)

Denote by \( \alpha_k \) the intersection angle between the negative gradient direction, \( -g_k \), and the Guass-Newton searching direction of \( d_k^{GN} \). It can be derived using (28) and (29) that
\[ \cos(\alpha_k) = \frac{g_k^T d_k^{GN}}{\|g_k\|\|d_k^{GN}\|} = \frac{(d_k^{GN})^T \Psi^T(\theta) \Psi(\theta) d_k^{GN}}{\|\Psi^T(\theta) \Psi(\theta) d_k^{GN}\|} \]  
\[ = \frac{\|\Psi(\theta) d_k^{GN}\|}{\|\Psi^T(\theta) \Psi(\theta) d_k^{GN}\|} \geq \frac{p^2}{q} \frac{d_k^{GN}}{d_k^{GN}} \]  
(30)

It follows from (30) that
\[ -g_k^T p_k = g_k^T d_k^{GN} \]  
(31)

where \( p_k = s_k \|d_k\| \), and \( s_k = \rho^* d_k^{GN} \).

Take the limit to Eq.(31), we get
\[ \lim_{k \to \infty} -g_k^T p_k = \lim_{k \to \infty} g_k^T \|\cos(\alpha_k) > 0 \]  
(32)

Hence, there is
\[ \lim_{k \to \infty} g_k^T p_k < 0 \]  
(33)

Assume \( \theta^* \) is a cluster point, but \( \Delta J(\theta^*) = g(\theta^*) \neq 0 \).

From the assumption and the Armijo condition in (23), we have
\[ J(\hat{\theta}_{k+1}) + \rho^* d_k^{GN}) - J(\hat{\theta}_{k+1}) \to 0 \]  
(34)

\[ g_k^T s_k \to 0 \]  
(35)

\[ \|s_k\| \to 0 \]  
(36)

Note that in the Armijo condition, \( m_k \) is the minimum nonnegative integer satisfying the inequality (23). So the inequality (23) can be rearranged as
\[ J(\hat{\theta}_{k+1}) + \rho^* d_k^{GN}) - J(\hat{\theta}_{k+1}) \geq \sigma g_k^T \rho^{m_k} d_k^{GN} \]  
(37)

From the assumption in (36), we know \( Q_k = s_k / \rho \to 0 \).

Then (37) can be rearranged as
\[ \frac{J(\hat{\theta}_{k+1}) + Q_k p_k) - J(\hat{\theta}_{k+1}) \geq \sigma g_k^T p_k \]  
(38)

Take the limit on both sides of Eq.(38), we obtain
\[ \lim_{k \to \infty} g_k^T p_k \geq \sigma \lim_{k \to \infty} g_k^T p_k \]  
(39)

It follows that
\[ \lim_{k \to \infty} g_k^T p_k \geq 0 \]  
(40)

which is contradictory to (33). Hence, there stands
\[ \lim_{k \to \infty} g_k^T p_k = 0 \]  
(41)

Since \( \|p_k\| = 1 \) and \( \{\|p_k\| \) is bounded, there exists a sub-sequence of \( \{p_k\} \) that converges to \( p^* \neq 0 \) which satisfies (41). According to the properties of a bounded series [20], there follows for \( \{p_k\} \) with \( k \to \infty \) that
\[ \lim_{k \to \infty} g_k(\theta) = 0 \]  
(42)

This completes the proof.

Note that the convergence result shown in (25) indicates that the cost function \( J(\theta) \) converges to a steady value when \( k \to \infty \), that is to say, the estimated model parameters converge to the true values in case perfect model match with the plant, leading to
\[ \lim_{k \to \infty} \hat{\theta}_k = \lim_{k \to \infty} (\theta_{k-1} - \theta_{k-1}) = 0 \]  
(43)

Owing to the use of an instrumental model in the proposed algorithm, the iteration is isolated from the measurement noise, guaranteeing good robustness for convergence.

Note that the true model structure of the process to be identified is difficult to be known in practical applications. It is desirable to determine the optimal model structure for representing the process dynamic response characteristics from a step test. The following hypothesis testing condition [8], can be taken for choosing the optimal model order,
\[ \frac{\sum_{i=1}^{n} (\hat{y}(t_i) - y(t_i))^2}{\sum_{i=1}^{n} (\hat{y}(t_i) - y(t_i))^2} \leq 0.1 \]  
(44)

where \( \hat{y}(t) \) and \( y(t) \) denotes, respectively, the measured process output and the model output to the step change, \( n_i \) denotes the current model order and \( n_L \) a higher order to be verified. It can be seen from (44) that a higher model order \( n_L \) should be accepted only if the output prediction error is larger than one-tenth of that of the current model with \( n_i \). When the model order is determined, it is easy to distinguish the type of the model poles from the step response test. Note that a SOPDT model with repetitive poles has an obviously larger curvature in the transient step response compared to an SOPDT model with two distinct poles, and a SOPDT model with two conjugate poles has obvious oscillation in the transient step response.

5 Illustration

Two examples from the literature are studied to illustrate the performance of the proposed method. The following time domain fitting criterion is used to assess estimate accuracy,
\[ err = \frac{1}{N} \sum_{i=1}^{N} (y(t_i) - \hat{y}(t_i))^2 \]  
(45)

The parameter estimation error is assessed by the following criterion,
\[
ERR = \sqrt{\frac{\hat{\theta} - \theta}{\theta}} \times 100\% 
\]

where \(\hat{\theta}\) is an estimate of the true parameter vector \(\theta\).

**Example 1.** Consider a second-order process with a positive zero studied in the references [6, 8],
\[
G(s) = \frac{(-4s+1)e^{-s}}{9s^2 + 2.4s + 1}
\]
Based on a unity step response test, Liu et al [8] gave a SOPDT model,
\[
G(s) = \frac{(-3.99989s + 0.99989)e^{-1.000s}}{(9.0183s^2 + 2.3951s + 1)}
\]
and Wang et al [6] obtained
\[
G(s) = \frac{(-0.4444s + 0.1111)e^{-1.000s}}{(s^2 + 0.2667s + 0.1111)}
\]
By performing the same step test, the proposed algorithm gives the process model,
\[
G(s) = \frac{(-4.0000s + 1.0000)e^{-1.000s}}{(9.0000s^2 + 2.4000s + 1)}
\]
in terms of the sampling interval \(T_s = 0.01\) (s), the response time \(T = 200\) (s), and the initial values for iteration \(\theta_0 = [0.1, 0.2, 0.2, 0.2]\).

To demonstrate the robustness under different noise to signal ratio (NSR) levels, i.e. NSR=10%, 20%, 100 Monte Carlo tests are conducted. Table 1 shows the identification result of the proposed algorithm, indicating rapid convergence under these noise levels. Table 2 lists the averaged iteration numbers where the internal loop indicates the sum of iteration number for determining \(m\) in (23) in each test, and the external loop indicates the iteration number of searching step for converging to the optimal estimation. It can be seen from Table 1 and Table 2 that the proposed algorithm guarantees a fast convergent speed and maintain good robustness against measurement noise. Table 3 shows the estimation results of the proposed method with respect to the sampling frequency \(f = 1/T_s\) (corresponding to different data lengths for identification) under NSR = 10% . The parameters shown here are the mean of 100 Monte Carlo estimation. The numbers in the parentheses are the standard deviations of 100 estimates. It can be seen that good identification accuracy and consistent estimation are obtained by the proposed algorithm, while it is not sensitive to the data length collected for model identification.

**Example 2.** Consider the fifth-order system with time delay studied by Wang et al [6],
\[
G(s) = \frac{1.08}{(s+1)^5(2s+1)^3} e^{-10s}
\]
Based on a step test, Wang et al [6] derived an SOPDT model,
\[ G(s) = 1.0800e^{-12.71s}/7.8910s^2 + 5.3231s + 1 \]
corresponding to the mean-squared output fitting error, \( err = 5.71 \times 10^{-6} \). For comparison, the same step test is performed for the sampling time \( T = 150 \) (s) with the sampling interval \( T = 0.01 \) (s). An SOPDT model is obtained by using the proposed algorithm,
\[ G(s) = 1.0800e^{-12.26s}/7.7510s^2 + 5.5679s + 1, \]
corresponding to \( err = 4.88 \times 10^{-4} \).

Then assume that the output measurement noise level is \( \text{NSR} = 10\% \), the proposed method gives
\[ G(s) = 1.0791e^{-12.40s}/7.8539s^2 + 5.6051s + 1, \]
corresponding to \( err = 3.17 \times 10^{-4} \), compared with that of Wang et al [6],
\[ G(s) = 1.0789e^{-12.26s}/0.1111s^2 + 3.8731s + 1, \]
corresponding to \( err = 2.34 \times 10^{-4} \). The step responses of these models are shown in Fig. 3, well demonstrating good fitting of the proposed method.

![Figure 3. Step response fitting for Example 2](image)

### 6 Conclusions

Based on a classification of the model pole distribution, a step response identification method has been proposed for industrial processes with time delay, along with a proof on the convergence. By developing a gradient-based searching approach to minimize the output prediction error, the linear model parameters together with the delay parameter can be simultaneously identified from the time domain expression of a low-order model response to a step change. The computation effort can be significantly reduced compared to recently developed step response identification methods (e.g. [6, 7]) based on using multiple integrals to step response data. Moreover, the proposed algorithm is not sensitive to the data length collected for model identification, therefore facilitating practical applications.

### References


